
Eye Gaze Interaction

Albrecht Schmidt1

Fig. 23. Dragon vessel timepiece. 

Image by Tschneidr (CC BY-SA) 



Learning Goals

▪ Understand …

▪ how gaze interaction works

▪ what parameters can be measured from the eye

▪ The Midas touch problem and implications for user 
interfaces

▪ Know …

▪ what fixations, saccades, and smooth pursuit are

▪ different types of gaze interaction and be able to give 
examples

▪ about different applications of gaze interaction
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The eyes show where you look

▪ Eye gaze is linked to seeing

▪ By looking at someone you can 
see what they look at

▪ What can we observe?

▪ Fast eye movement (saccades) 
between objects of interest

▪ Fixations on objects of interest

▪ Following moving objects with 
gaze (smooth pursuits)

▪ Pupil dilation

▪ Responds to light (a lot)

▪ To cognitive load (a little)
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Eye Movements
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Gaze tracking

▪ What to meaure?

▪ Gaze position/movement of 
the eye

▪ Position/movement of the 
head

▪ Relationship to the real world

▪ Typical API 

▪ Koordinates (x, y) in the world 
image as stream (e.g. 100 Hz)

▪ Pupil dilation value (d)
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Eye Tracker

▪ Eye tracking glasses:

▪ Camera that looks at the users eyes

▪ Camera that looks towards the 
environment

▪ Mapping of the gaze position to a 
position in the real world (this is 
calibrated)

▪ Stationary eye tracker

▪ Camera looking at the users face

▪ Estimate gaze position

▪ Estimate head position (or hold the 
head still)

▪ Mapping of the gaze position to a 
position in the real world (this is 
calibrated)
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Gaze interaction

▪ Fixations: Use gaze to fixate a target

▪ Select this after a certain time (dwell time), e.g. 2 
second

▪ Select this when a button is pressed

▪ Requires calibration 

▪ Smooth Pursuit: Use gaze to follow an objects 

▪ Several moving objects are presented on the screen

▪ Follow with the case on of these objects

▪ The object that is followed is selected 

▪ Can be done without calibration

▪ Gaze Gestures

▪ Simple gaze gestures: Look right, look down

▪ Complex gesture: look along a path / an outline

▪ Can be done without calibration
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Gaze interaction Application

▪ Accessibility
(typically fixations and dwell time)

▪ Use case as alternative input

▪ Operate buttons or menues

▪ Gaze type

▪ Analytics

▪ Understand what people look at

▪ Usability research, market research

▪ Display adaptation

▪ Automatically scroll when at the end of a 
display page

▪ Marker on screen for faster resume

▪ Pause media, when the user  is not looking

▪ Image cropping

▪ Crop based on where people look
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Early Work on Eye-Tracking for HCI

▪ Object Selection

▪ Continuous 
Attribute Display

▪ Moving an Object 

▪ Eye-controlled 
Scrolling Text 

▪ Menu Commands
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Midas Touch Problem

“The most naive approach to using eye position as an input might 
be to use it as a direct substitute for a mouse: changes in the user’s 
line of gaze would cause the mouse cursor to move. This is an 
unworkable (and annoying) approach, because people are not 
accustomed to operating devices just by moving their eyes. They 
expect to be able to look at an item without having the look “mean” 
something. Normal visual perception requires that the eyes move
about…[…]

Before long, though, it becomes like the Midas Touch. Everywhere 
you look, another command is activated; you cannot look 
anywhere without issuing a command. […]

The challenge in building a useful eye tracker interface is to avoid 
this Midas Touch problem. Ideally, the interface should act on the 
user’s eye input when he wants it to and let him just look around 
when that’s what he wants, but the two cases are impossible to 
distinguish in general.”

Fundamental Issue of Gaze Interaction
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Pupil size
What does it tell us?
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Pupil size

▪ Acts as the aperture of the eye

▪ Pupil size change with the light level

▪ bright – smaller pupil – smaller opening

▪ less light to the eye

▪ Dark – wider pupil – larger opening 

▪ more light to the eye

▪ Mental workload will also impact pupil 

size

▪ If the light is constant, and the task is

▪ Difficult: wider pupil

▪ Easy: smaller pupil

Light and cognitive load
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Did you understand this block?

▪ What information will a gaze tracker provide?

▪ What are basic measures we can take from the eye for 
interaction?

▪ What is the advantage of using smooth pursuit instead of 
fixations in an interface?

▪ What is the Midas touch problem? What are common 
solutions?

▪ Give examples for gaze interaction user interfaces?

▪ Give examples of applications of gaze tracking?

▪ What can pupil size tell you?

Can you answer these questions?
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